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Abstract

By a tensor we mean an element of the tensor product of vector spaces over a field. Up to
a choice of bases in factors of tensor products, every tensor may be coordinatized, i.e., repre-
sented as an array consisting of numbers. The properties of the tensor rank, which is a nat-
ural generalization of the matrix rank, have been considered in this paper. The topological
group structure of invertible matrices has been studied. The multilinear matrix multiplication
has been discussed from the viewpoint of transformation groups. We treat a low-rank tensor
approximation in finite-dimensional tensor products. It has been shown that the problem on de-
termining the best rank-n approximation for a tensor of size n x n x 2 has no solution. To this
end, we have used an approximation by matrices with simple spectra.

Keywords: approximation by matrices with simple spectra, group action, low-rank tensor
approximation, norm on tensor space, open mapping, simple spectrum of matrix, tensor rank,
topological group of invertible matrices, topological transformation group

Introduction

Tensors are ubiquitous in sciences. The subject of tensors is an active research area
in mathematics and its applications (see, for example, [1-3] and references therein).

This paper is devoted to the tensor rank and a low-rank approximation of tensors.
The tensor rank can be considered as a measure of complexity of tensors. Therefore,
one is often required to find an approximation of a given tensor by tensors with lower
tensor ranks. In particular, the best low-rank approximation problem for tensors is of
great interest in the statistical analysis of multiway data (see, for example, references
in [4, p. 1085]). As is known, in general, the best low-rank approximation problem for
tensors is ill-posed [4, 5].

A part of motivation for this work comes from our study of the complexity of tensors
in homological complexes of Banach spaces [6, 7]. The main part of motivation comes
from the results in [4, 8, 9] on tensors in finite-dimensional spaces. In this paper, we
consider tensors in finite-dimensional spaces with the Euclidean topology. The proper-
ties of these tensors are closely related to the topological group structure of invertible
matrices. Here, we deal with the natural topological group action on a space of tensors.
We show the ill-posedness of the best rank-n approximation problem in the space of
tensors of size n X n x 2.

1. Tensor rank and its properties

As usual, N stands for the set of all natural numbers. In the sequel, I, m, n € N
and I, m, n > 2.
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Throughout the note, F will denote either the field of complex numbers C or the

field of real numbers R. For an element x € F!, we use the notation x = (z1,...,2;)7,
where z; e F,i =1,...,1.

We denote by F'*™ or by M;,,(F), the linear space of all matrices A = (a;;) of
size | x m, where a;; € F, ¢ =1,...,l, j =1,...,m. The space of all square matrices

of order n over the field F is denoted by M, (F). The general linear group of degree n,
i.e., the group of invertible matrices in M, (F), is denoted by GL, (F). The symbol E,
stands for the identity matrix in M, (F).
For x = (z1,...,2)" € F' and y = (y1,...,ym)? € F™, the matrix x @ y € FI*™
is given by
x®y = (zy;), where i=1,...,1, j=1,...,m.

Let F'X™x™ he the linear space of all arrays A = (a;jx) of size | x m x n, where
ayjr €F,i=1,....0,5=1,....,m, k=1,...,n. For a tensor A = (a;;;,) € FxXmxn
we also use the following notation:

A =[Aq]--[An],
where, for every r =1,...,n, the slice A, is defined by
A, = (aj) €FX™ where i=1,...,1, j=1,...,m.

For x = (z1,...,2)7 € Fly = (y1,...,ym)T € F™z = (21,...,2,)7 € F",, we
define the array x @ y ® z € FX™*x" by

X®y®z=(z;yj2), where i=1,...,1, j=1,...,m, k=1,...,n.

Let us consider the bilinear mapping ¢ and the trilinear mapping 7 defined as
follows:
6:F xF™ — F>*™: (x,y) — xQYy;

T F X ™ x F? — FX™  (xy,2) » X Qy ® 2.

It is well known that the pairs (F*™ @) and (F*™*" 1) are the tensor products
for the corresponding linear spaces. In what follows, elements of the spaces F**™ and
Fixmxn are called tensors.

For the basics of algebraic tensor products, we refer the reader, for instance,
to [2, Part I, Ch. 3|, [10, Ch. 1], and [11, Ch. 2, § 7].

Both of the [;-norms on the linear spaces F™*" and F'*™*" will be denoted by
the same symbol || -||1. We recall that the value of the I;-norm at a tensor A is defined
as the sum of absolute values of all entries in A.

All norms on a space of tensors are equivalent and generate the same topology that
is called the Euclidean topology. The convergence of a tensor sequence

{A} = {(afjp)} CFX™ " teN,
to a tensor A = (a;;) € FX™*™ with respect to this topology is exactly the entrywise
convergence, i.e., for every fixed triple of indices i = 1,...,0, j=1,...,m, k=1,...,n,
one has the equality
tlgi-noc a'tijk = Gigh:
In the sequel, we consider spaces of tensors endowed with the Euclidean topologies.
The general linear group GL,(F) is a topological group with respect to that topology.
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Definition 1. Tensors A € F'X™ and B € FX™*" are said to be elementary
(or decomposable) if A = a®b and B = x®y ® z for some vectors a, x € F,
b,y € F™ and z € F".

Definition 2. A tensor A € FIX™ or a tensor B € FX™*" has the tensor rank
r if it can be written as a sum of r elementary tensors, but no fewer. We will use
the notation rank(A) (or rankp(A)) for the tensor rank of A. Therefore, we may write

K
rank(B) = min {r | B = ZX,- ®y; ®z;, where x; € F!, y; e F™, z; € ]F"}
i=1

As is well known, for A € F**™ _ the tensor rank rank(A) is exactly the matrix rank
and, for A € R™*™ | the equality rankg(A) = rankc(A) is valid. On the other hand,
the tensor rank rank(A), where A € F*™*" depends on a field F. It is clear that
the inequality rankc(A) < rankg(A) holds.

Example. Let
0 -1
-1 0 |
It can be shown that rankg(A) = 3 and rankc(A) =2 (see |2, Example 3.44]).

Then, we introduce the topological group, which is the Cartesian product of general
linear groups
GL| o (F) := GL|(F) x GL,,(F) x GL,,(F)

and consider a GLj, ,(F)-action on the space FX™*" (see also [4, Section 2.1]).
For the notions and facts in the theory of topological transformation groups, we refer
the reader, for example, to [12] and [13].

Let us take elements A € FI*™*" and (L, M, N) € GLj . (F) given as follows:
A= (aijk)7 L= (Api% M = (qu): N = (VTk)-
The tensor A is transformed into the tensor B = (L, M, N) - A € FX™*" %Ly the rule:

l,m,n

I XmXx
B = (bpqr) e Fxm n’ where bpqr = Z )\pi,ulqjy'r‘kaijk'
1,j,k=1

Thus, we have the mapping called the multilinear matriz multiplication
®: GLy . (F) x FXmxn _ glxmxn ([ M N), A) — (L, M, N) - A,

which was studied in [4, Sections 2.1, 2.2, and 2.5]).
The mapping ® is considered below from the viewpoint of transformation groups.

Proposition 1. The following properties are fulfilled:

1) the triple <GLg7m7n(]F),]FlX’”X", (I>> is a topological transformation group;

2) every orbit for the GLjm, n(F)-action consists of elements of the same tensor
rank;

3) the group action of GLj .y n(F) on FX™X" s non-effective;

4) the space F>X™*" s non-homogeneous under the G Ly n(F)-action.
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Proof. 1) We show only the continuity of the multilinear matrix multiplication ®.

To this end, we take sequences {(L¢, My, N;)} C GLjm n(F) and {A,} C Fixmxn
t € N, that converge to (L, M, N) € GL;m »(F) and A € F*X™*" respectively. Hence,
we have the coordinatewise convergence:

lim Lt:L, lim Mt:M, lim Nt:N
t——+oo t—+oo

t——+oo
We introduce the following notations:
Le= (M) Me=(ngs)s Ne=(vp), A= (agn);
L=p), M=(ug), N=(m), A= (aijr)
Then, we have the equalities for entries of tensors:

lm A\ = A\, lim ul. = g lim v, = v lim af., = a;L.
oo P Py t—»oo'uq] Haj) (oo Tk rk> L Qi ijk

We define the constants as
My =sup AL, Mo=suplug;|, Ms=suplvy|, M= sup af;].
,4,t q,7,t r.k,t i,7,k,t
In addition, let us set (L, My, Ny) - Ay = (bf;,) and (L, M, N)- A = (bij,).

Then, for every € > 0 there exists T" € N such that for all ¢t > T" we have the fol-
lowing inequalities:

l,m,n l,m,n
¢ t ottt
’bpqr—bpqr’ < Z ApiltqsVrk@ijhk — Z Apittq;VrkQiji| <
1,5,k=1 1,5,k=1
l,m,n
t ottt
< Z |)\pi,qul/rkaijk - )‘piquyrk;aijk| <
1,5,k=1
l,m,n
t t t

S Z (|/\pi - /\pi‘ |Hqjvrkaij] + |/1qj - #qj| |)‘pil/rkaijk|) +
1,5,k=1
l,m,n

t t ot t t ot ¢

+ > (vee = vl INpamgaige] + laggn — afji| [Nimggvi]) <

i,5,k=1
l,m,
_ i” eMyMs M, e My MsM, eMy MM, e My MM _
- — 4mnMoMs My 4lmn My Mz M, AlmnM MMy dmnM{MsMs ) —
i,5,k=
l,m,n c
< — <.
- Z Imn —
1,5,k=1

Hence, the sequence ®((Ly, My, Ny), Ay) converges to the tensor ®((L, M, N), A), as re-
quired.

2) See the proof of Lemma 2.3(2) in [4].

3) Take (L, M,N) = (aE;, BB, vE,) with arbitrary scalars «, 3,7 € F satisfying
the condition a3y = 1. Then, for every A = (a;jx) € F**™*" we have

O((L, M, N), A) = (aByaijr) = (aijr) = (B, Em, En), A).-

This shows that the action is non-effective.
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4) Consider tensors A =x; ®y1 ®z; and B=x; Qy1 ® 21 + X3 ® yo ® 29, where
{x1,x3} CF' {y1,y2} CF™ and {z,2z2} C F" are pairs of linear independent vectors.
Then, one has rank (A) = 1 and rank (B) = 2. Using item 2), we obtain the desired
conclusion.

O

We have the following proposition on the semicontinuity of the tensor rank (see [4,
Proposition 4.3, Theorem 4.10]).

Proposition 2. The following properties are fulfilled:

1) for every » < min(l,m), the set S.(I,m) := {A € F>*™|rank(A) < r} is closed;

2) there exists v such that the set S.(I,m,n) := {B € F>*™*"|rank(B) < r} is not
closed.

2. The topological group of invertible matrices
and approximations of matrices and tensors

In this section, we consider a low-rank approximation of tensors in the space C?*"*2,
To this end, we should first formulate Bi’s criterion for square-type tensors in
the space C™*™*" (see 14, Proposition 2.5]).

Proposition 3. Let A = [A1]...|Ay] be a tensor in C™*™*™ where n > 2, and
let Ay € C™*™ be a nonsingular matriz. Then, the tensor rank of A is equal to m if
and only if the matrices AgAfl, e ,AnAf1 can be diagonalized simultaneously.

Secondly, we recall some algebraic and topological definitions and facts about square
matrices.

A matriz eigenvalue is said to be simple if its algebraic multiplicity equals one.
The spectrum of a matrix is said to be simple provided that all eigenvalues of the given
matrix are simple. In other words, if all eigenvalues are pairwise distinct. Certainly,
the matrix with a simple spectrum is diagonalizable.

We recall that a mapping f : X — Y between two topological spaces is said to be
open if for any open set O in X the image f(O) is open in Y . For example, if a mapping
f:GL,(C) - GL,(C) is a surjective continuous homomorphism, then it is open [15,
Theorem 5.29].

Using the topological group structure of the general linear group GL,,(C), one can
prove the following statement [9, Proposition 4].

Proposition 4. Let f1, fo,..., fx : GL,(C) — GL,(C) be a finite family of self-
mappings of the general linear group. Let us assume that at least one of these mappings
18 open with respect to the Fuclidean topology. Let Ay, As, ..., Ay be arbitrary matrices
in My,(C) andlet ||-|| be a norm on M, (C). Then, for every € > 0 there exists a finite
family Aic, Ase, ..., Age consisting of invertible matrices with simple spectra such that
the inequalities

HAlfAls” <eg, ||A27A25|| <&, ..., HAkaks” <e€
hold and the product matriz

f1(Are) fa(A2e) - - - fr(Age)

has a simple spectrum.
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For the case of two mappings, we put f; and fo to be the identity mapping and
the inverse mapping, respectively:

f1:GL,(C) — GL,(C): X — X; fo:GL,(C) — GL,(C): X — X1,

Obviously, both of these mappings are open with respect to the Euclidean topology
in GL,(C). Therefore, as a consequence of the preceding proposition, we have

Corollary 1. Let A and B be matrices M, (C) and let ||-|| be a norm on M,(C).
Then, for every € > 0 there exists a pair of matrices A, and B. in GL,(C) with
simple spectra such that the inequalities

|A— Al <e and |[|[B—B<e
hold and the product matriz AcBZ' has a simple spectrum.

It is worth noting that one can use Corollary 1 for estimating the tensor rank of
inverse matrices in the case when the given matrices are the factors of the Kronecker
products (see [8]).

We make use of the above-mentioned results to prove the following assertion.

Proposition 5. Let A be a tensor in C"*"*2 and let || || be a norm on C"*"*2,
Then, the equality

inf {||[A—B|: B€C*™"™* and rank(B)=n}=0
holds, i.e., the tensor A may be approximated by tensors with tensor ranks equal to n.

Proof. We set A = [A;|As], where A; and A, are square matrices of size n x n.
Let us fix € > 0. Using Corollary 1, we take two invertible matrices By and Bs of
size n x n such that the inequalities
€

£
A1 — B1]l: < 5 and A2 — Ball1 < 5

hold and the product matrix BsB; ! has a simple spectrum.

Let us consider the tensor B = [B;|Ba]. By Bi’s criterion, since the matrix BoB;*
is diagonalizable, the tensor rank of B is equal to n. Moreover, we have the following
estimation:

|A = Blly = [[A1 = Bill1 + [|[A2 = Bz2|ls <e.

In view of the equivalence of the norms || - || and || - ||1, the rest is clear.
O

It is known (see [16], [17, Theorem 4.3]) that the maximum value of the tensor rank
on the space C"*"*2 is given by

mrank (n,n,2) := max {rank (A) | A € C"*"™*?} =n + {SJ ,
where the symbol [-|] means the integer part of a real number. Therefore,
mrank (2n,2n,2) = 3n for every n € N. This fact together with the Proposition 5
guarantees that, generally speaking, the tensor rank can leap an arbitrary large gap
(see also [4, Section 4.5]). More precisely, we have

Corollary 2. Let n € N. There exists a tensor A € C*>*2"%2 with rank (A) = 3n
and a sequence of tensors {A} C C2>"*2nx2 L € N, such that rank (Ay) = 2n for

every k € N and

lim Ak = A,
k—-4o0

where the limit is taken in the Euclidean topology.
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Finally, we can conclude that the tensor rank is not semicontinuous on the tensor
space C"*"*2 endowed with the Euclidean topology.

Corollary 3. Let n > 2. In the tensor space C"*"*2 endowed with the Euclidean
topology the set of tensors

{T eC™™|rank (T) < n}.
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Arnnpokcumaliusi TeH30paMu MaJjIoro paHra
¥ TOMIOJIOTUYECKAasl rpynna oopaTuMbIX MATPUIL

P.H. I'ymepos, A.II. Hlapagymduros

Kasancxuti (IIpusoasicerudi) edepanvhot ynusepcumem, 2. Kasanw, 420008, Poccus

AnanoTanus

Tlox TeH30pOM TOHMMAETCSI JIEMEHT TEH30PHOIO MPOU3BEJIEHUS BEKTOPHBIX MTPOCTPAHCTB
HaJi HeKOTOPBIM 1ojieM. C TOYHOCTBIO 10 BbIOOpa 6a3MCOB B MHOXKHUTEJISIX TEH30PHBIX POU3-
BeJIeHUI KaK/IpIii TEH30D MOXKeT OBITh CHAOYKeH KOOPIMHATAMH, TO €CTb IMPEJICTABIEH B BUIE
MaccuBa, cocrodanero n3 uunceia. CTarTbs MOCBSINEHA CBOWCTBAM TEH30PHOIO PaHIa, KOTOPIA
SIBJISIETCSI €CTECTBEHHBIM OOODIIEHMEM TOHSTUSI MATPUYHOro panra. CyIEeCTBEHHYIO POJib B
U3yYIE€HNN WTPAET TOIMOJIOTUYIECKAsi TpyIna oOpaTuMbix MmaTpuil. llomumauHeitHoe MaTpudHOE
YMHOXKEHHEe 00CY2KIaeTcsi C TOYKU 3peHusl TPy mpeobpa3oBanunii. PaccMarpuBaercst Borpoc
006 anmpoKCUMAIlMA TEH30paMU MAJIOIO PaHra B KOHEYHOMEPHBIX TEH30PHBIX IPOM3BEIEHUSIX.
ITokaspiBaercsi, 9ToO 3a4a9a O HAMTYYIIIEM TPUOJIMKEHUY TEH30PAMU paHTa 7. HE UMEeT Pellre-
HUsl B IIPOCTPAHCTBE TEH30POB pasMepa nXn X 2. C 3Toii 1eJIbI0 UCIIOIb3YETCs AIITPOKCUMAIIHIO
MaTPHUIAMU C TIPOCTBIMU CIHEKTPAMU.
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KuroueBbie cjioBa: ammpoKCHMAaIisi MATPHUIIAME C MPOCTBIMYU CIIEKTPAMU, AMMPOKCHMA-
11l TEeH30paM# MaJIoro paHra, JelCTBUe IPYIIbl, HOpMa Ha T€H30PHOM IIPOCTPAHCTBE, OTKPbI-
TOe 0TODOpaKeHHe, IIPOCTON CIEKTP MAaTPHUIIbI, TOIOJOIMYeCKas IPYIIa OOPATHMBIX MATPHIL,
TOIIOJIOTUYECKasl TPYIa MpeoOpa30BaHUl, TEH30PHBIN PAHT
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