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Abstract. In the present work, the electric voltage stability at Muharda station in Syria was studied during 

the normal and up to normal loading states. The results were obtained using artificial neural network, which 

consists of three layers (input-hidden-output). This network is characterized by the speed and accuracy in 

processing before failure and supply turn-off, which may lead to economical problems. This study was 

carried out using two different generating schemes in this station (single - double). The performance of this 

network consists of two stages: training stage (off-line) and testing stage (on-line), and a comparison 

between these stages is carried out, which leads to optimization the load in testing cases depending on the 

training data. 

1 Introduction 

The stability of an electric power system is a term in 

electrical power engineering that represents the ability of 

the system to return to the normal state of operation (at 

the default voltage and frequency) after a disturbance [1-

3]. Several methods are used for that purpose like equal 

area criterion [4] and transient stability margin (TSM) 

[5]. The protection of individual systems is relatively 

simple when the directional voltage protection is used.  

Increased size of the networks and complicated 

connection of these networks drives the need to create an 

artificial neural network [6], which is used for analyzing 

the system feedback and processing in relatively short 

time in comparison with the other methods to avoid the 

voltage collapse [7,8] in the electrical system. 

2 Construction of the neural network 

The artificial neural network consists of three layers as 

shown in figure 1.  

 

Fig. 1.  

1. Input layer: This is an important part where the 

voltage stability assessment requires accurate data in the 

training stage to the input layer. According to that 

information, the critical situations in the electrical 

system can be processed. 

2. Hidden layer: The number of neurons in the hidden 

layer ranges from 3 to 12 because the values are 

nonlinear. 

3. Output layer: The output layer in this situation 

consists of a single neuron. The aim of this layer is to 

predict the value of the maximum load depending on the 

data obtained from the training stage [9,10]. 

The neural network implementation has the 

following steps: 

1. The training stage (off-line) 

In the present work, the neural network was trained 

using Back Propagation Algorithm (BPA) [11-13] as 

training algorithm, which is one of the best algorithms 

used for the statistically cases studying (off-line). This 

network has been applied to a test system for Muharda 

station in Syria, which has four turbines where each of 

them has the nominal capacity of approximately 150 

MW. Two cases are studied in this work shown in table 

1.  

Figure 2 shows the program interface that was 

designed using the Matlab software [14,15]:  
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Fig. 2.  

It's clear that figure 2 contains two tables; the first 

table represents the change rate of neural weights during 

the motion from the input layer to the hidden layer. The 

neural weights represent the unit on which the network 

depended in loading comparison process. The second 

table represents the rate of change of neural weights 

during the motion from the hidden layer to output layer.  

After training of the neural network, these values are 

taken from the system and are inserted in the following 

tables. 

By clicking on the learn icon, the neural network 

begins the training process according to the input data, as 

shown in the following example (Figure 3), which shows 

the results after the neural network training:  

 

Fig. 3.  

2. Testing Stage (on-line): 

Testing in case of a single generator (G1): in this 

case a single generator feeds the total load of the 

network; and the highest load in that case was 100 MW. 

A-Overload situation  

The values in the first table must be sent to the 

program when clicking the “Get output” icon. The 

output value in this situation is 100.0255, which is the 

output of the neural network and the new window with 

two options will extrude, the first shows the currently 

measured load and the second shows the effect of load 

on the network depending on the input data. 

Table 1. 

Input Vectors Single generator (G1) Double generator (G1+G2) 

Generated power G (MW) 110 225 

Maximum reactive power maxQ (Mvar) 25 47 

Reactive power reserve QR (Mvar) 13 20 

Voltage V (kV) 230 230 

Total demand from reactive power TQ (Mvar) 20 45 

Real power losses Loss (MW) 2 4 

Reactive power losses LossQ (Mvar) 1 3 

Load (MW) 100 190 

Table 2. 

Cases Input to Hidden Weights 

H(1) H(2) H(3) H(4) H(5) H(6) H(7) H(8) H(9) H(10) H(11) H(12) 

1 -0.37 0.257 0.028 -0.18 0.140 0.545 0.243 0.058 0.222 -0.05 -0.76 0.355 

2 0.995 -0.29 0.942 -0.31 0.768 -0.09 -0.17 -0.56 -0.74 -0.38 0.456 0.560 

3 0.361 -0.92 0.700 0.849 0.584 -0.94 -0.29 0.435 0.423 -0.50 -0.51 0.399 

4 -0.13 0.473 -0.46 -0.62 0.799 0.435 0.700 -0.68 -0.76 -0.63 -0.19 -0.429 

5 0.781 -0.77 -0.90 0.117 0.561 -0.39 -0.66 -0.31 -0.59 0.043 0.791 0.280 

6 -0.86 -0.04 -0.84 0.018 -0.02 0.918 0.491 0.049 0.692 -0.59 -0.35 1.001 

7 0.843 0.403 0.230 -0.31 0.857 -0.74 0.478 0.282 0.678 -0.22 0.517 0.651 

8 -0.36 0.125 0.961 0.099 -0.32 0.231 -0.29 0.521 -0.18 -0.002 0.373 0.963 

Table 3. 

Result Hidden to output weights 

H(1) H(2) H(3) H(4) H(5) H(6) H(7) H(8) H(9) H(10) H(11) H(12) 

Output 0.205 -0.57 -0.82 -0.24 0.170 0.549 0.480 -0.06 -0.49 0.441 1.761 -0.714 
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The output state can be understood as follows: if the 

immediately measured power is 150 MW which is 

greater than the greatest generated power, this situation 

will lead to the collapse of electrical voltage [6,7] and 

the sign “NO” appears in the red rectangle of 

conversation window “Black out” as shown in figure 4.  

 

Fig. 4.  

B-Normal load situation 

Figure 5 shows the situation when the load is equal to 

or less than the peak power supply which was 100 MW 

in this case. For example, if the loading of that network 

is 85 MW, therefore the program will refer to turning on 

the situation by the sign “YES” in green rectangle 

representing the system stability. .  

 

Fig. 5.  

Testing in case of double generators (G1+G2): 

When the first and the second generators work 

together to feed the total load of the network, the greatest 

load is achieved (190 MW). 

A-Overload situation  

The values in the first table must be sent to the 

program when clicking the “Get output” icon. The 

normal output from this network is 190.0176 MW. If the 

measured load exceeds the value of 250 MW, the 

electrical voltage will collapse and the “NO” sign in red 

rectangle appears in conversation window “Black out” as 

in figure 6.  

 

Fig. 6.  

B-Normal load situation 

Figure 7 shows the status when the load is equal to or 

less than the generated power (190 MW). Now, if 

loading is 175 MW, the system is normally supplying the 

network and the sign “YES” will appear in the green 

rectangle referring to the stability of the network.  

 

Fig. 7.  

Figure 8 shows the controlling ability of the neural 

network on the output of the system depending on the 

accurate information about the system on which the 

network must be trained.  

 

Fig. 8.  

3 Conclusion 

It was found that when training the neural network, a 

very close and accurate information about the studied 

system is needed. The response and processing time are 

rather shorter than that in case of using the other 

(traditional) methods for network stability controlling. 
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